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Abstract. There is a significant style overfitting problem in traditional
content supervision models of character recognition: insufficient general-
ization ability to recognize the characters with unseen font styles. To
overcome this problem, in this paper we propose a novel framework
named Style and Content Supervision (SCS) network, which integrates
style and content supervision to resist style overfitting. Different from
traditional models only supervised by content labels, SCS simultane-
ously leverages the style and content supervision to separate the task-
specific features of style and content, and then mixes the style-specific
and content-specific features using bilinear model to capture the hid-
den correlation between them. Experimental results prove that the pro-
posed model is able to achieve the state-of-the-art performance on sev-
eral widely used real world character sets, and it obtains relatively strong
robustness when the size of training set is shrinking.

Keywords: Character recognition + Convolutional neural networks -
Style overfitting - Style supervision

1 Introduction

In our daily life, character is the most important information carrier. There are
more than tens of thousands of different characters with variable font styles, and
most of them can be well recognized by most people. But in the field of arti-
ficial intelligence, character recognition is considered as an extremely difficult
task due to the very large number of categories, complicated structures, similar-
ity between characters and the variability of font styles. Because of its unique
technical challenges and great social needs, there are intensive research in this
field and a rapid increase of successful techniques, especially the Convolutional
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Fig. 1. Different to previous content supervision methods, SCS leverages both style
and content supervision simultaneously. SCS takes into account the correlation between
style and content in purpose of reducing style overfitting.

Neural Network (CNN), which has played an important role to improve recent
Computer Vision studies [4,6,9,14,15].

As CNNs have achieved the great success in general object recognition, face
recognition and other image recognition tasks [3,7,11,14,15,22], CNN-based
methods also break the bottleneck of character recognition and achieve excel-
lent performance even better than human on several popular large-scale bench-
marks such as MNIST and ICDAR [1,2,18,21,24]. But there is a significant style
overfitting problem still challenging character recognition: insufficient generaliza-
tion ability to recognize characters with unseen font styles. For example, a well
trained CNN model supervised by content label in a traditional way always per-
form poorly when test on the characters having such font style that the trained
model has never seen [16].

Another limitation of traditional content supervision method is: the general-
ization ability of the trained model will decline dramatically when the scale of
training set is shrinking [16]. Note that people learning new concepts can often
generalize successfully from just a single example, yet machine learning algo-
rithms typically require tens or hundreds of examples to perform with similar
accuracy, and people can also use learned concepts in richer ways than neural-
based algorithms [8]. Unlike human-level character recognition aimed to enhance
generalization ability by using limited training set, in traditional applications of
character recognition, the training set needs to contain as many font styles as
possible to enhance the generalization ability of the trained model. But this naive
method of expanding the training set is absolutely costly [6]. In addition, it is
contrary to the intention of building a human-level learning model to extract
rich concepts from limited data [8].

In this paper, we propose a novel framework named Style and Content Super-
vision (SCS) network to separate the style-specific and content-specific features
of character. Different from traditional approaches only supervised by content
labels, SCS simultaneously leverages the style and content supervision and takes
into account the hidden correlation of style and content. Figurel shows the
differences between the traditional content supervised method and our simul-
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taneous style and content supervised method. Leveraging style supervision, the
proposed SCS could achieve better performance than content supervised models
on both the limited and relatively large training set.

Another useful method for reducing overfitting is data augmentation, which
produces deformed samples to increase the diversity of training set. Previous
work employ affine transformation to rotate and distort the original characters
[23], but it lack of the ability to control the thickness of strokes and hardly deal
with the outline fonts. We find that the thickness of strokes is a key point asso-
ciated with the diversity of font styles, and the outline fonts are more hard to
recognize compare with ordinary fonts. According to this situation, we design a
simple but efficient data augmentation approach based on morphologic opera-
tions such as erosion and dilation to change the thickness of strokes and transfer
the input character into outline style.

We conduct extensive experiments on several widely used character sets:
Arabic numerals, English letters and simplified Chinese characters. Experimental
results demonstrate that the proposed SCS is able to achieve state-of-the-art
performance on all of these character sets, and it obtain desirable robustness on
both of limited training set and relatively lager training set. And the benefit of
the proposed data augmentation method is also be proved in our experiments.
Overall, our contributions are as follows:

1. We propose an novel end-to-end trainable framework for character recogni-
tion, called Style and Content Supervision (SCS) network, which simultane-
ously leverages the style and content supervision to recognize character with
unseen font style.

2. We verify the effectiveness of data augmentation approach based on erosion
and dilation, which alter the thickness of character strokes as well as generate
outline fonts to increase the style diversity of the training set for reducing style
overffiting.

3. We carry out a series of experiments to evaluate our method, and the experi-
mental results prove that the proposed SCS is able to achieve state-of-the-art
performance on multiple character sets even when the scale of training set is
changing.

The rest of this paper is organized as follows. Section 2 summarizes the related
works. Section 3 introduces the proposed method in details. Section 4 presents
the experimental results. Finally in Sect. 5, we conclude our work and discuss
the future work.

2 Related Work

In recent years, character recognition has achieved unprecedented success
because of the rise of Convolutional Neural Networks. But all these success-
ful models are training on a large scale dataset and test on a relatively small
dataset without significant font style variation. Wu et al. [18] propose a char-
acter recognition model based on relaxation convolutional neural network, and
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took the 1st place in ICDAR’13 Handwriting Character Recognition Competi-
tion [21]. Meier et al. [2] create a multi-column deep neural network achieving
first human-competitive performance on the famous MNIST handwritten digit
recognition task. And this neural based model recognize the 3755 classes of hand-
written Chinese characters in ICDAR’13 with almost human performance. Zhong
et al. [24] design a streamlined version of GoogleNet for character recognition
outperforming previous best result with significant gap. Chen et al. [1] propose
a CNN-based character recognition framework employ random distortion [13]
and multi-model voting [12]. This classifier perform even better than human on
MNIST and Chinese character set. In addition to the above models, the current
state-of-the-art character recognition method proposed by Xiao et al. [19] it is
also challenged by the style overfitting problem.

A growing number of works are devoted to enhance the generalization ability
of character recognition models to make their performance desirable in dealing
with unseen font styles. Xu et al. [20] propose a artificial neural network archi-
tecture called Cooperative Block Neural Networks to address the variation in the
shape of characters by considering only three different fonts. Lv [10] successfully
applied the stochastic diagonal Levenberg-Marquardt method to a convolutional
neural network to recognize a small set of multi-font characters that consist of
the Arabic numerals and English letters without the Chinese characters. Zhong
et al. [23] propose a CNN-based multi-font character recognizer using multi-
pooling and affine data augmentation achieving acceptable result, but the size of
the training set is more than 500% of the test set (240 font styles for training and
other 40 for test) and shrinking the size of training set will significantly reduce
the effect of the model. Tang et al. [16] propose a specific kernel to extract the
marginal distribution of character pixels that takes account the skeleton infor-
mation to enhance the generalization ability of CNNs when training on a limited
data set. But all these previous works are based on a single network supervised
by content label and ignore the informative style supervision.

3 Methodology

In this section, we first introduce the overall architecture of the proposed SCS.
Then we present our method in detail by successively introducing the modules
of data augmentation, shared convolution as well as style and content branches.

3.1 Overall Architecture

An overview of our framework is illustrated in Fig. 2. The backbone of the style
inference branch is a full connection network with a softmax classifier super-
vised by style label, which has a extra mixer to receive the feedback from con-
tent branch. And the content recognition branch obtain the same architecture
with the style inference branch, which is supervised by content label and also
has a mixer to receive the feedback from style branch. We adopt a convolu-
tional network as the main framework of shared convolution module. This shared
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convolution module is widely used to extract the shared feature of input image.
In addition, we use data augmentation to enhance the style diversity of the
training data.
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Fig. 2. Overall Architecture of the proposed SCS network. From left to right, first the
original training data is augmented to enhance the style diversity; then the augmented
data is pass through the shared convolutional layers for extracting texture features;
next the shared features is fed to separated supervision branches to learn the hidden
representations for different tasks; finally the mixed representations are fed to softmax
classifiers to make task-specific predictions. This end-to-end learning approach takes
into account the hidden correlations of style and content, and it is supervised by these
two factors simultaneously.

3.2 Data Augmentation

It is proved that the diversity of training data is significant for enhancing the gen-
eralization ability of deep model [8]. Previous work employ affine transformation
to rotate and distort the original characters [23], but it is difficult to control the
thickness of character strokes and can not generate outline fonts. However, such
style-related factors are typically the important features of character diversity.
According to this situation, we propose an effective data augmentation
method in purpose of altering the thickness of character strokes and producing
outline fonts, which could considerably increase the style diversity of training
data. In our approach, the morphologic operations of dilation and erosion are
respectively used to increase and reduce the thickness of character strokes, and
then the outline character is produced by the subtraction of the dilated charac-
ter and the eroded one. This approach do not require any training process and
could be a complement to traditional affine transformation. Figure 3 presents
some generated samples produced by the proposed data augmentation method.

3.3 Shared Convolution

Convolutional Neural Network (CNN) is widely used to extract the texture fea-
ture of image [6,9]. We leverage the strong feature learning power of CNN to



SCS: Style and Content Supervision Network 25

Fig. 3. Samples produced by the proposed data augmentation method. In this figure,
the left, center and left parts respectively present several results of Arabic numerals,
English letters and Chinese characters. And for each character set, the 1-th, 2-th, 3-th
and 4-th columns respectively list the original, the dilated, the eroded and the outline
fonts.

capture the shared texture features of input characters, and then feed these
shared features into separate learning branches to obtain content-specific fea-
ture and style-specific feature.

This shared convolution network consist of a series of Convolution-
BatchNorm-LeakyReLLU down-sampling blocks that yield the texture features
of input images. Here in our model, we totaly stack 3 down-sampling blocks,
and in some advanced versions it could be stacked more blocks if necessary. The
output channels of convolutional layers are 2, 4, 8 times of 32 respectively. The
first convolution layer is with 5 x 5 kernel and stride 1 and the rest are with 3 x 3
kernel and stride 1, and all ReLLUs are leaky with slope 0.1.

3.4 Style and Content Branches

We design separated learning branches to capture style-specific feature and
content-specific feature. In each branch we adopt stacked full connection lay-
ers to learn such task-specific features, and then we use the mixers based on
bilinear model to communicate each branches for taking into account the corre-
lation between style and content. Finally we employ softmax classifiers to infer
the style and recognize the content.

Full connection network is widely used in hidden feature learning on account
of their excellent learning ability and desirable scalability [6]. In each branches,
we stack 3 full connection layers, and each layers contain 512 cells with dropout
rate 0.1. Note that it could be stacked more full connection layers for enhancing
the learning ability, but adding more full connection layer could lead to a sharp
increase in the number of trainable parameters, which bring high costs.

We combine the style feature and content feature in the mixer, which is
a bilinear model. Bilinear model is a two-factor model with the mathematical
property of separability: their outputs are linear in either factor when the others
held constant, which has been demonstrated that the influences of two factors
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can be efficiently separated and combined in a flexible representation [17]. The
combination function can be formulated as:

My = F,WF,
M. =F.W_.F;

where W, and W, is the trainable parameters of bilinear models, Fs and F.
denote the feature representations of style and content, M and M. is the mixed
feature representations of style and content.

With the mixed feature obtained by the previous bilinear model, we obtain
the prediction probability for the style ys and content y. of a given character C'
by softmax classifiers:

p(ys|C) = softmaz(VsMs)
p(ye|C) = softmax(V.M.)

where V; and V, is the trainable parameters, which is responsible for converting
the mixed feature representation for each task into predictions through linear
transformation.

The goal of traditional character recognition is to infer the contents of char-
acters from their images. It typically minimize the sum of the negative log-
likelihoods. In addition to content supervision, here we take into account style
supervision. Combined with content loss and style loss, the full loss function is:

Loss = —» (Mogp(yi|C*) + (1 — N)logp(yi|C"))

where the hyper-parameter A controls the trade-off between content loss and style
loss. Considering that content recognition is more important in our experiments,
we set A to be 0.9.

4 Experiments

We conduct extensive experiments to evaluate the effectiveness of our approach.
In this section, we present the details of our experiments and analyze the exper-
imental results.

4.1 Data

We build several dataset to evaluate our method, including Arabic numerals (10
content classes), upper-case and lower-case English letters (52 content classes),
and simplified Chinese characters (3755 content classes). All of these character
sets are extracted from True Type font (TTF) files, which jointly launched by
Apple Inc. and Microsoft Corp. as a standard font format file supporting their
operating systems. We extract all the character images from 91 TTF files with
widely varying font styles. Each character with a certain style and content is
presented by a 32 x 32 PNG image. Figure 4 presents the samples of data. Note
that the reason why we abandon the popular benchmarks such as MNIST and
ICDAR is that they lack of explicit style labels.
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Fig. 4. Samples of data. From left part to right part in this figure, it respectively
present several characters of Arabic numerals, English letters and Chinese characters.
In each part, there are 91 character images obtain same content but different styles.

4.2 Baseline Models

We compare our models with several baselines, all these models are design for
character recognition with unseen styles. The description of these baselines and
our model are listed below:

CMP. Convolutional Multiple Pooling network is a CNN-based model adopting
multi-pooling and affine transformation. It could achieve desirable performance
on a relatively large training set [23].

CSK. Convolutional Skeleton Kernel network is a CNN-based model, which
use skeleton kernel to capture the skeletons of characters. It perform well on a
limited training set [16].

SCS. Style Content Supervised network is our proposed model. It leverages the
style and content supervision simultaneously as well as takes into account the
hidden correlations between style and content.

4.3 Implementation Details

We design two experiments for test the baselines and our model training on rel-
atively large dataset and limited dataset respectively. In first case, we randomly
choose 70 styles for training and use other 21 styles for test. In second case,
the number of training styles: the number of test styles is set to be constantly
1 : 2 and the number of training styles is dynamically changing to verify the
robustness of the tested models. In order to get a more convincing conclusion,
we conduct each experiment 10 times to calculate the average accuracy and
shuffle the datasets after each evaluation.

When training, we use random values drawn from the Gaussian distribution
with 0 mean and 0.01 standard deviation to initialize all trainable weights, and
all bias are initialized at 0. Adam [5] is used as the optimization algorithm and
the mini-batch size is 128. The learning rate is set to be le=*. After each epoch,
we shuffle the training data to make different mini-batches. Furthermore, we
adopt 2 x 2 morphology kernel for the proposed data augmentation method,
where all the morphology operations are provided by OpenCV.
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4.4 Performance Analysis

Large Training Set. Table 1 presents the experimental results of the baselines
and our model training on relatively large dataset. Based on these results, we
have the following findings:

Table 1. Results of training on relatively large dataset.

Model name | Data augmentation | Character set
Arabic numerals | English letters | Chinese characters

CMP AF? 96.63% 92.32% 84.89%
CMP EDP 96.94% 92.85% 85.33%
CMP AF+ED€ 97.21% 93.09% 85.58%
CSK AF 96.41% 92.15% 84.97%
CSK ED 96.72% 92.65% 85.39%
CSK AF+ED 97.04% 92.98% 85.62%
SCS AF 97.12% 93.16% 87.59%
SCS ED 97.46% 93.54% 87.68%
SCS AF+ED 97.69% 93.82% 88.06%

2Using traditional data augmentation based on affine transformation.
bUsing proposed data augmentation based on erosion and dilation.
¢Using two types of data augmentation methods simultaneously.

As we emphasized in this paper, the style supervision is important to char-
acter recognition. Leveraging this informative style supervision, SCS obtain
the ability of style-aware to find that which styles of the input characters are
more likely to be. This style inference is a helpful signal for content recognition
because the content features of characters often have a rich correlation with
their style features. Giving the credit to style supervision, our SCS models
outperform the baselines with a significant gap, especially on the hard task
of Chinese character recognition.

Altering the thickness of character strokes is a helpful approach to reduce style
overfitting. The proposed data augmentation method based on erosion and
dilation essentially enhance the style diversity of training set. Experimental
results proves that the proposed data augmentation method based on ero-
sion and dilation is better than traditional affine transformation on character
recognition, and it is also a beneficial complement to affine transformation.

Limited Training Set. Figure 5 shows the results of the baselines and our SCS
model training on limited dataset. In this experiment, we abandon data augmen-
tation to evaluate the authentic generalization abilities of all tested models.

When training on limited dataset, our SCS model also outperform all the

baselines. Even when the size of training set is changing, SCS maintains the
superior position. This evidence demonstrates the robustness of the style super-
vision in extreme adverse conditions where few styles are available for training.
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Fig. 5. Results of training on limited dataset.

5 Conclusion and Future Work

Our purpose is to recognize the character content when the observed characters
obtain unseen font styles. It is challenged by style overfitting problem posed by
the characters do not have an explicit separation between style and content. To
address this issue, we propose a novel model of Style and Content Supervision
(SCS) network, which integrate style and content supervision to resist style over-
fitting. Experimental results demonstrate that SCS achieve the state-of-the-art
performance on several widely used character sets.

In the future, we would like to conduct more experiments and find a more
effective way to reduce style overfitting. We also hope to verify the effectiveness
of our method in a larger number of other tasks, which need more datasets
and annotations. More advanced models are expected as some shortcomings are
still existed in current models, such as lack of external knowledge and excessive
reliance on annotated data.
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